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Abstract 

Floods are very harmful for nature, which are very complex 

to model. The flood prediction model will give risk 

reduction & it minimizes the future loss of human life. On 

18 May 2016 a south Indian state Kerala was affected by 

flood. Machine learning is a method which provides 

intelligence to predict the result in future. The performance 

comparison of ML models is based on the speed, time and 

accuracy of the result. There exist a lot of machine 

algorithms which generate models with more accuracy. For 

flood prediction classification algorithms like decision tree 

and linear regression are used in this research. This paper 

will present the dataset of Kerala flood 2016 which is 

provided by government. 
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1.  Introduction  

Machine learning provides capabilities to learn from past 

data. Also based on past data it generates models for future 

prediction. This technique will be very useful for flood 

prediction. Earlier we need to give instruction to system for 

generating output and result. But now with the help of 

machine learning technique it generates models and gives 

result itself. Most of the work related to machine learning 

for flood either predict and helps to make precaution 

measure and suggest future flood. Kerala, one of the 

Southern state of India,  experienced once in a century 

flood. There was high damage to the life and property. This 

motivated us to do study on this pattern of rainfall in the 

state of Kerala.  

 

2. Machine Learning Algorithms 

 

In machine learning algorithm, two variables like x and y  to 

are used.  Variable x in function (f) is mapped to an output 

variable (Y): Y = f(X). The  various algorithms used for 

prediction are discussed below. 

 

2.1 Logistic Regression 

When the nature of the dependent variable is binary logistic 

regression is used. It is used to solve binary classification 

problems. This algorithm is best compared to linear 

regression algorithm because predicting the value of binary 

variable linear regression was not suitable. It will predict 

values only in particular range like outside 0 and 1.  In 

logistic regression linear relationship doesn’t required. 

There is no multi collinearity in this algorithm. 

 

2.2 Linear Regression  

Linear regression algorithm is the most frequently used 

model for predictive analysis. Therefore, in regression 

simple regression to analysis the relationship between the 

dependent(y) variables and the independent variables to 

predict the accuracy outcomes and represent it in a statistical 

graphical representation.  

 

 

2.3 Decision Tree 

The final predicting model is decision tree. Generally, the 

decision tree is a predicting tool which split the data 

continuously according to the given certain data parameters. 

It is a type of supervised learning where a non-parametric 

method is approached for regression and classification 

problems. The model first targets the variables to predict 

value of the variables from the given data by analyzing the 

decision rules. By this way the accuracy and the output are 

determined by this decision model. 

 

The following python concepts are used to predict the 

rainfall. 

 

 Sklearn 

The Sklearn is a library for python which feature 

algorithm like SVM, Random forest etc for 

machine learning analysis. It is used to build 

models. 

 

 

 NumPy 

In python we used NumPy library for scientific 

computing. It is a core library which provides tools 

and high performance for a given array objects. 
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 Panda 

Panda library is a open source library that is used to 

make analysis of data and to use easily. It provides 

high performance and easy to use data structure.  

 

 Matplotlib  

Matplotlib is a python library used to create plots 

and graphs. It provides variety of bar charts, 

histogram and error charts 

 

 Seaborn 

Seaborn library is based on data visualization like 

matplotlib. It’s used to represent statistical plotting.  

 

 

3. Proposed system architechture 

 
Figure 1 shows the proposed system architecture. Labeled 
data set are used for training. The features are extracted from 
the training data set and the set of features are given as input 
to the machine learning algorithm. Figure 2 shows the steps 
involved in the prediction model.  

 

3.1  Report 

A report is a specific form of describing and identifying and 
examining issues arise in case of an event. Such an event 
may be described as high rainfall and change in weather 
pattern which may increase the chance of flood occurrence.  

3.2  Analysis 

A report in ML defines the accuracy of the data. The data are 
examined and evaluated by breaking its variables to uncover 
their dependencies. These help to understand better about the 
data. 

3.3  Monitor 

The data are constantly measured, and the performance is 
monitored to provide the accuracy of the output from the 
given dataset.  

3.4  Prediction 

The obtained historical dataset is trained, and an algorithm is 
applied to obtain an output. The forecast method is used for 
the prediction analysis. 

3.5  Simulate 

The simulation in machine learning helps us to forecast the 
changes that have never happened before and to obtain 
scenarios outside the historical bounds. 

 

 

 

Fig.1: Proposed rainfall prediction model architecture 

 

 

 

Fig.2: Prediction Methodology 

 
4. Conclusion and Results  

 

Figure 3 shows the rainfall data for 3 months from June to 
September for the year 2016. Figure 4 shows the sample 
rainfall dataset. Figure 5 shows the histogram for the dataset. 
Figure 6 shows the distance plot for the data.  Figure 7 shows 
the logistic regression binary pattern for the 3 months data, 
and figure 8 shows the coefficients of the linear regression 
model. Figure 9 gives the accuracy of the decision tree 
prediction model.  
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In this paper, the simple machine learning algorithm to 

predict the accuracy of the flood occurrence is implemented. 

The desired algorithm shows the results of occurrence of 

flood in the upcoming year. When compared with the other 

algorithms, the decision tree algorithm gives more accurate 

results and provide high performance accuracy and easy to 

understand. The decision tree also generate model for 

nonlinear dataset. This nonlinear can be applied to find the 

accuracy of linear or logistic dataset. As the compared 

results shows that the decision tree gives more accuracy 

compared to other simple machine learning algorithm. 

As the gathered dataset can provide huge volume of variables 

it can’t be implemented in a simple machine learning 

algorithm. For a huge amount of data set it can be 

implemented in neural network which will provide more 

accuracy and output of the provided dataset. As the neural 

network uses fuzzy state machine act it can produce multiple 

results with different probabilities. It can provide historical 

dataset with more mutable and adaptable form.                                   

 

 

Fig. 3: Data for 3 months 

                           

 

Fig: 4 Sample Datasets 

 

Fig: 5 Histogram June2016 – September 2016 

 

 
Fig: 6 Distplot June 2016 – Sep2016 

 

 

Fig.7: Logistic Regression Binary Prediction 

 

 

Fig: 8: Coefficients 
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Fig: 9: Decision tree prediction and accuracy result 
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